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FIG.9
varying vec2 oTexCoord;
varying vec3 oCol;
uniform sampler2D TexSampler;
void main()
{
vec3 color = oCol*texture2D(TexSampler, oTexCoord).xyz;
gl FragColor = vec4(color, 1.0f);
}
FIG.10
{
int condition;
if(condition)
func A(Q);
else
func_B();
}
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METHOD AND APPARATUS FOR DYNAMIC
DATA CONFIGURATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the priority benefit of Korean
Patent Application No. 10-2012-0089561, filed on Aug. 16,
2012, in the Korean Intellectual Property Office, the disclo-
sure of which is incorporated herein by reference.

BACKGROUND

1. Field

Example embodiments of the following description relate
to a method and apparatus for configuring dynamic data, and
more particularly, to a method and apparatus for configuring
dynamic data used in a single-instruction, multiple-data
(SIMD) processor.

2. Description of the Related Art

A single-instruction, multiple-data (SIMD) processor is
used to enhance processing power by simultaneously pro-
cessing multiple data using a single instruction.

A SIMD scheme is used to enhance performances of vari-
ous processors, for example a central processing unit (CPU),
a graphics processing unit (GPU), and the like. A CPU and a
GPU may be examples of a SIMD processor, which have
adopted a SIMD scheme. CPU, GPU, and the like are utilized
in server, laptop, desktop, and mobile computing devices
such as tablets and phones.

To process data in a SIMD processor, multiple data to be
processed by an instruction is required to be configured. The
SIMD processor may process the multiple data using a single
instruction, to enhance a performance of a computer system.

Based on a characteristic of the SIMD processor, a data
format suitable to process data may be supported.

SUMMARY

In an aspect of one or more embodiments, there is provided
a method by which a compilation apparatus generates a
binary code by compiling a source code, including selecting
a data format suitable for a processor, from among a plurality
of'data formats, the processor being used to execute the binary
code, and generating the binary code used to process data
using the selected data format.

The method may further include generating information
representing the selected data format.

The processor may be a single-instruction, multiple-data
(SIMD) processor.

Each of the plurality of data formats may be used by the
processor to parallel process data using a SIMD scheme.

The plurality of data formats may include at least one of an
array of structures (AoS) format and a structure of arrays
(SoA) format.

The method may further include executing the binary code,
using the processor.

The executing may include loading data based on the
selected data format, processing the loaded data by applying
an operation indicated by an instruction to the loaded data,
and storing the processed data based on the selected data
format.

The method may further include generating information
representing the selected data format, and executing the
binary code based on the information, using the processor.

The selecting may include predicting a performance of
each of the plurality of data formats, and selecting, as a data
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2

format suitable for the processor, a data format providing a
best performance, from among the plurality of data formats,
based on the predicted performance.

In an aspect of one or more embodiments, there is provided
a method by which an execution apparatus executes a binary
code, including receiving the binary code, and information
representing a selected data format, and executing the binary
code using a processor, wherein the data format is selected
from among a plurality of data formats supported by the
processor.

The executing may include loading data based on the
selected data format, processing the loaded data by applying
an operation indicated by an instruction to the loaded data,
and storing the processed data based on the selected data
format.

In an aspect of one or more embodiments, there is provided
a computer system including a compilation apparatus to
select a data format suitable for a processor, from among a
plurality of data formats, and to generate a binary code using
the selected data format, the processor being used to execute
the binary code, and the binary code being used to process
data, and an execution apparatus to execute the binary code,
using the processor.

The compilation apparatus may generate information rep-
resenting the selected data format.

The execution apparatus may execute the binary code
based on the information, using the processor.

In an aspect of one or more embodiments, there is provided
a compilation apparatus including a storage unit to store a
source code, and a processor to read the source code from the
storage unit, to select a data format suitable for an execution
apparatus from among a plurality of data formats, and to
generate a binary code, the execution apparatus being used to
execute the binary code, and the binary code being used to
process data using the selected data format.

The processor may generate information representing the
selected data format.

The compilation apparatus may further include a trans-
ceiver to transmit, to the execution apparatus, the binary code
and the information representing the selected data format.

A processor of the execution apparatus may be a SIMD
processor.

Each of the plurality of data formats may be used by the
processor of the execution apparatus to parallel process data
using a SIMD scheme.

The plurality of data formats may include at least one of an
AoS format and a SoA format.

In an aspect of one or more embodiments, there is provided
an execution apparatus including a transceiver to receive a
binary code and information representing a data format, and
a processor to execute the binary code, wherein the data
format is selected from among a plurality of data formats
supported by the processor.

The processor may load data based on the selected data
format, may process the loaded data by applying an operation
indicated by an instruction to the loaded data, and may store
the processed data based on the selected data format.

According to an aspect of one or more embodiments, there
is provided at least one non-transitory computer readable
medium storing computer readable instructions to implement
methods of one or more embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects and advantages will become
apparent and more readily appreciated from the following
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description of example embodiments, taken in conjunction
with the accompanying drawings of which:

FIG. 1 illustrates a diagram of a configuration of a com-
puter system according to example embodiments;

FIG. 2 illustrates a block diagram of a compilation appa-
ratus of the computer system of FIG. 1;

FIG. 3 illustrates a block diagram of an execution appara-
tus of the computer system of FIG. 1;

FIG. 4 illustrates a diagram of an array of structures (AoS)
format according to example embodiments;

FIG. 5 illustrates a diagram of a structure of arrays (SoA)
format according to example embodiments;

FIG. 6 illustrates a diagram of a performance of when
processing using an AoS format is performed according to
example embodiments;

FIG. 7 illustrates a diagram of a performance of when
processing using a SoA format is performed according to
example embodiments;

FIG. 8 illustrates a block diagram of a processor of the
compilation apparatus of FIG. 2;

FIG. 9 illustrates a diagram of a source code used to process
graphics according to example embodiments;

FIG. 10 illustrates a diagram of a source code including a
conditional branch statement according to example embodi-
ments;

FIG. 11 illustrates a diagram of a processor of the execution
apparatus of FIG. 3; and

FIG. 12 illustrates a flowchart of a binary code processing
method according to example embodiments.

DETAILED DESCRIPTION

Reference will now be made in detail to example embodi-
ments, examples of which are illustrated in the accompanying
drawings, wherein like reference numerals refer to the like
elements throughout. Example embodiments are described
below to explain the present disclosure by referring to the
figures.

Hereinafter, description of a pixel may be applied to a
vertex. Additionally, description of a vertex may be applied to
a pixel.

FIG. 1 illustrates a diagram of a configuration of a com-
puter system 100 according to example embodiments.

The computer system 100 of FIG. 1 may analyze, in
advance, a characteristic of an algorithm in a source code
during compiling of the source code. The computer system
100 may select an efficient data format for parallel process-
ing, based on a result of this analysis. Processing power of the
computer system 100 may be maximized by a parallel pro-
cessing scheme (parallel processing configuration) using the
selected data format. In this instance, the parallel processing
scheme may include, for example, parallel processing of a
single-instruction, multiple-data (SIMD) scheme (single-in-
struction, multiple-data (SIMD) configuration). Examples of
a characteristic of an algorithm may include an instruction for
which SIMD processing can be applied, a condition of the
execution of the instruction, and an instruction or a block of
instructions of which executions depends on a conditional
status. Accordingly, a branch is a characteristic of an algo-
rithm.

As shown in FIG. 1, the computer system 100 may include
a compilation apparatus 110 and an execution apparatus 120.

The compilation apparatus 110 may generate a binary code
by compiling a source code. For example, the compilation
apparatus 110 may be a computer to generate a binary code
based on a source code by executing a compiler.
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The compilation apparatus 110 may select, from among a
plurality of data formats, a data format suitable for a proces-
sor or the execution apparatus 120 that may be used to execute
abinary code. The compilation apparatus 110 may generate a
binary code used to process data using the selected data
format, by compiling a source code, and may generate infor-
mation representing the selected data format. In this instance,
a processor of the execution apparatus 120 may be used to
execute the binary code. The processor of the execution appa-
ratus 120 may include, for example, a central processing unit
(CPU) or a graphics processing unit (GPU), which may
employ an SIMD scheme (configuration).

The compilation apparatus 110 may provide the execution
apparatus 120 with the generated binary code and the gener-
ated information.

The execution apparatus 120 may execute the binary code.
The execution apparatus 120 may be, for example, a com-
puter to execute a binary code. The execution apparatus 120
may execute the binary code, based on the information rep-
resenting the selected data format, using the processor of the
execution apparatus 120.

The compilation apparatus 110 and the execution appara-
tus 120 may be physically configured as a single apparatus.

FIG. 2 illustrates a block diagram of the compilation appa-
ratus 110 of FIG. 1.

In FIG. 2, the compilation apparatus 110 may include a
processor 210, a storage unit 220, and a transceiver 230.

The storage unit 220 may store a source code and a binary
code.

The processor 210 may generate a binary code and infor-
mation representing a data format, by compiling a source
code. The processor 210 may read the source code from the
storage unit 220. The processor 210 may store the generated
binary code and the generated information in the storage unit
220.

The processor 210 may determine a most efficient data
format corresponding to a source code input to the processor
210. The processor 210 may select, from among a plurality of
data formats, a data format suitable for a processor or the
execution apparatus 120 that may be used to execute the
binary code. The processor 210 may generate a binary code
used to process data using the selected data format, by com-
piling a source code, and may generate information represent-
ing the selected data format. In this instance, a processor of
the execution apparatus 120 may be used to execute the binary
code.

The transceiver 230 may transmit, to the execution appa-
ratus 120, the binary code and the information representing
the data format.

FIG. 3 illustrates a block diagram of the execution appara-
tus 120 of FIG. 1.

In FIG. 3, the execution apparatus 120 may include a
processor 310 and a transceiver 320.

The transceiver 320 may receive, from the compilation
apparatus 110, a code and information representing a data
format.

The processor 310 may include, for example, a CPU or a
GPU, which may employ a SIMD scheme (configuration).
The processor 310 may execute a binary code based on the
information representing the data format. CPU, GPU, and the
like are utilized in server, laptop, desktop, and mobile com-
puting devices such as tablets and phones.

Each of the plurality of data formats may correspond to a
way of combining data that is required to be processed by the
processor 310. Each of the plurality of data formats may be
used by the processor 310 to parallel process data using a
SIMD scheme (configuration).
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The plurality of data formats may include at least one of an
array of structures (AoS) format and a structure of arrays
(SoA) format. The AoS format may refer to a data formatused
in an AoS scheme (AoS configuration), and the SoA format
may refer to a data format used in a SoA scheme (SoA
configuration). The AoS format and the SoA format will be
further described below with reference to FIGS. 4 and 5,
respectively.

Additionally, the plurality of data formats used by the
processor 310 may further include a scalar format. The scalar
format may not employ a format for a SIMD architecture of
the processor 310. The format for the SIMD architecture may
include, for example, an AoS format, a SoA format, and the
like.

A scalar format may be selected by the processor 310 when
there is no benefit of the use of an SIMD data format including
the AoS format, the SoA format, and the like, or when the
additional cost (additional resources) including calculated
time or calculated power of the use of a SIMD format is
greater than the benefit of the use of the SIMD format. A
scalar format may be used because all data or program
instructions may not be suitable or beneficial for processing
using SIMD instructions.

Each of the plurality of data formats may be supported by
the processor 310. The processor 310 may be designed to
simultaneously or selectively process the AoS format, the
SoA format, and the like. Also, the processor 310 may be
designed to selectively process the scalar format when there is
no benefit to use an SIMD format including the AoS format,
the SoA format, and the like, or when the additional cost
(additional resources) including calculated time or calculated
power of the use of a SIMD format is greater than the benefit
of the use of the SIMD format.

Information representing a selected data format may
include one or more bits. For example, when the information
representing the selected data format has a binary value of
“00,” the scalar format may be determined to be selected.
When the information representing the selected data format
has a binary value of “01,” the AoS format may be determined
to be selected. Additionally, when the information represent-
ing the selected data format has a binary value of “10,” the
SoA format may be determined to be selected. Further, when
the information representing the selected data format has a
binary value of “11,” another SIMD format may be deter-
mined to be selected.

FIG. 4 illustrates a diagram of an AoS format according to
example embodiments.

An AoS scheme (AoS configuration) may be used in a
three-dimensional (3D) graphics field.

In the AoS scheme, a color or position of a graphic object
may be combined in a single structure, and the structure may
be simultaneously processed. In this instance, the graphic
object may be, for example, a pixel or vertex. Components of
the position may be, for example, an x-coordinate value, a
y-coordinate value, a z-coordinate value, and a w-coordinate
value. Components of the color may be, for example, red (R),
green (G), blue (B), and alpha (A).

InFIG. 4, each row may correspond to an executed instruc-
tion, and each column may represent data processed by the
processor 310 of the execution apparatus 120 based on an
instruction corresponding to each row. For example, when the
processor 310 processes 32-bit data at once using a SIMD
scheme, each of four rows may represent 8-bit data processed
by the SIMD scheme.

For example, in FIG. 4, ‘x1°, ‘y1°, ‘z1” and ‘w1’ in a first
row may represent an x-coordinate value, a y-coordinate
value, a z-coordinate value, and a w-coordinate value of a first
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6

pixel processed by a first instruction, respectively. Similarly,
symbols of a second row, a third row, and a fourth row may
represent coordinate values of a second pixel, a third pixel,
and a fourth pixel processed by a second instruction, a third
instruction, and a fourth instruction, respectively.

When the AoS scheme is used, the processor 310 may
simultaneously process operations for each ofx, y, z, and w of
a single pixel, and may sequentially process operations for
each of a plurality of pixels. The AoS scheme has an advan-
tage of applying only one instruction to all (or many) ele-
ments (e.g. X, V, z, and w) of a pixel. When the AoS scheme is
used, the number of pixels associated with one SIMD instruc-
tion is less than the number of pixels associated with an
instruction when the SoA scheme is used.

The AoS scheme may have an advantage of naturally pro-
cessing data in 3D graphics. In the 3D graphics, the AoS
scheme may be used to naturally express a color and four
dimensional (4D) position of a pixel. However, the AoS
scheme may have a disadvantage of a low efficiency when all
components are not used in an operation of 3D graphics. For
example, when a single instruction is not simultaneously
applied to four components of a pixel in the AoS scheme, an
efficiency of the execution apparatus 120 may be reduced.
More specifically, in some applications, the w-coordinate
value in the AoS scheme may not be used, but a slot for the
w-value must be assigned because the SIMD scheme for
executing code in the AoS format is a SIMD configuration to
process x-value, y-value, z-value, and w-value at once. There-
fore, the w-value may be a dummy value in some applica-
tions, so that all components are not used in an operation of
3D graphics.

FIG. 5 illustrates a diagram of a SoA format according to
example embodiments.

A SoA scheme (SoA configuration) may be used in a 3D
graphics field.

In the SoA scheme, components of each of pixels or verti-
ces that are required to be processed by the processor 310 of
the execution apparatus 120 may be combined in a single
structure, and the structure may be simultaneously processed.
The components may be, for example, components of a posi-
tion, or components of a color. A position of a pixel may
include a component, for example, X, y, Z, or w. A color of a
pixel may include a component, for example, R, G, B, or A.

InFIG. 5, each row may correspond to an executed instruc-
tion, and each column may represent data processed by the
processor 310 based on an instruction corresponding to each
row. For example, when the processor 310 processes 32-bit
data at once using a SIMD scheme, each of four rows may
represent 8-bit data processed by the SIMD scheme.

For example, in FIG. 5, ‘x1°, ‘x2’, ‘x3” and ‘x4’ in a first
row may each represent an x-coordinate value of each of a
first pixel through a fourth pixel that are processed by a first
instruction. Additionally, ‘y1°, ‘y2’, ‘y3’and ‘y4’ in a second
row may each represent a y-coordinate value of each of a first
pixel through a fourth pixel that are processed by a second
instruction. In addition, ‘z1’, ‘z2’, z3” and ‘z4’ in a third row
may each represent a Z-coordinate value of each of a first pixel
through a fourth pixel that are processed by a third instruc-
tion. Furthermore, ‘w1’, ‘w2’, ‘w3’ and ‘w4’ in a fourth row
may each represent a w-coordinate value of each of a first
pixel through a fourth pixel that are processed by a fourth
instruction.

The SoA scheme may have an advantage of increasing an
efficiency of the execution apparatus 120 to a maximum level,
when the processor 310 executes identical instructions on a
plurality of pixels or a plurality of vertices. For example,
when the same operation is applied to a single array, the SoA
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scheme may be very efficient to perform the same operation
using parallel instructions. In this instance, the array may be
an array of pixels, and the like. For example, in applications
which do not include a w-value, no slot for the w-value must
be assigned. Instead, another group of x-values, group of
y-value, or group of z-values, may be processed in parallel
using the SoA scheme. However, when a branch occurs due to
a conditional statement in an execution code in the SoA
scheme, it may be difficult to control data processing, and a
performance of the execution apparatus 120 may be reduced.
For example, when an operation applied to a part of an array
is performed based on a condition in the SoA scheme, the
performance of the execution apparatus 120 may be reduced.

A performance of the AoS scheme and a performance of
the SoA scheme may be compared, as shown in FIGS. 6 and
7.

Referring to FIGS. 6 and 7, the processor 310 of the execu-
tion apparatus 120 may simultaneously process a maximum
of 16 pieces of data using a single instruction. FIGS. 6 and 7
illustrate an operation flow of when the AoS schemeis used to
process data, and an operation flow of when the SoA scheme
is used to process data, respectively.

A performance of when processing is performed using the
AoS scheme will be described with reference to FIG. 6.

When the AoS scheme is used, the processor 310 may
simultaneously process an x-coordinate value, a y-coordinate
value, a z-coordinate value, and a w-coordinate value of each
of four pixels. However, when an x-coordinate value, a y-co-
ordinate value, and a z-coordinate value of a pixel are actually
processed, as shown in FIG. 6, only 12 pieces of data among
16 pieces of data processed by an instruction may be valid.

In FIG. 6, the processor 310 may perform an operation of
an x-coordinate value, a y-coordinate value, and a z-coordi-
nate value of each of 12 pixels, through three stages, where
the first four pixels correspond to the first stage, the middle
four pixels correspond to the second stage, and the last four
pixels correspond to the third stage. In addition, in FIG. 6,
three different types of lines are shown. Each type of line in
FIG. 6 may represent targets of a single SIMD instruction. In
the example of FIG. 6, the same operation is applied to all
x-coordinates, the same operation to all y-coordinates, and
the same operation is applied all z-coordinate. However, the
operation applied to all x-coordinates may differ from the
operation applied to all y-coordinates, which may differ from
the operation applied to all z-coordinates. However, two or
more operations may be the same operation.

A performance of when processing is performed using the
SoA scheme will be described with reference to FIG. 7.

When the SoA scheme is used, the processor 310 may
simultaneously process x-coordinate values, y-coordinate
values, z-coordinate values, or w-coordinate values of a maxi-
mum of 16 pixels. However, when x-coordinate values, y-co-
ordinate values, and z-coordinate values of 12 pixels are
actually processed, as shown in FIG. 7, only 12 pieces of data
among 16 pieces of data processed by an instruction may be
valid.

In FIG. 7, the processor 310 may perform an operation of
x-coordinate values, y-coordinate values, and z-coordinate
values of 12 pixels, through three stages, where the first stage
is the execution of all x pixels, the second stage is the execu-
tion of all y pixels and the third stage is the execution of all z
pixels. In FIG. 7, three different types of lines are shown.
Each type of line in FIG. 6 may represent targets of a single
SIMD instruction. In the example of FIG. 7, the same opera-
tion is applied to all x-coordinates, the same operation to all
y-coordinates, and the same operation is applied all z-coor-
dinate. However, the operation applied to all x-coordinates
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may differ from the operation applied to all y-coordinates,
which may differ from the operation applied to all z-coordi-
nates. However, two or more operations may be the same
operation.

FIG. 8 illustrates a block diagram of the processor 210 of
the compilation apparatus 110.

The processor 210 may distinguish a data format enabling
the execution apparatus 120 based on a SIMD processor to
efficiently use a SIMD scheme, from other data formats.

In FIG. 8, the processor 210 may include a plurality of
analyzers, and a comparator 840. The plurality of analyzers
may include, for example a first analyzer 810, a second ana-
lyzer 820 and a third analyzer 830. However, embodiments
are not limited to three analyzers and additional analyzers
may be included in processor 210.

The plurality of analyzers may dynamically predict perfor-
mances of a plurality of data formats, respectively. For
example, when a binary code that processes data using a data
format is executed by the execution apparatus 120, a perfor-
mance of the data format may be a performance of the pro-
cessor 210, or a performance of the binary code.

For example, the first analyzer 810 may be a scalar ana-
lyzer. The first analyzer 810 may analyze a performance of the
execution apparatus 120 by predicting processing perfor-
mance (processing efficiency) for processing a binary code
using a scalar scheme, which may be executed by the execu-
tion apparatus 120. The second analyzer 820 may be, for
example, an AoS analyzer. The second analyzer 820 may
analyze a performance of the execution apparatus 120 by
predicting processing performance (processing efficiency)
for processing a binary code using an AoS scheme, which
may be executed by the execution apparatus 120. Addition-
ally, the third analyzer 830 may be, for example, a SoA
analyzer. The third analyzer 830 may analyze a performance
of the execution apparatus 120 by predicting processing per-
formance (processing efficiency) for processing a binary code
using a SoA scheme, which may be executed by the execution
apparatus 120.

The plurality of analyzers may generate binary codes for
each data format, using a source code. The plurality of ana-
lyzers may analyze and predict a performance of the execu-
tion apparatus unit using the generated binary codes.

To analyze and predict the performance, an analysis
scheme of a compiling operation may be applied to each of
the binary codes. Specifically, each of the plurality of analyz-
ers may apply the analysis scheme of the compiling operation
to a binary code generated by each of the plurality of analyz-
ers using one of a plurality of data formats, and may analyze
or predict a performance of the generated binary code. The
analysis scheme of the compiling operation may include at
least one of 1) an instruction utilization, and 2) an additional
cost (additional resources) incurred by a conditional branch.
For example, the plurality of analyzers may predict the per-
formance, based on an utilization of typically used instruc-
tions, and based on the additional cost incurred by the condi-
tional branch. An additional cost may be addition calculated
time or additional calculated power. Prediction of a perfor-
mance will be further described with reference to FIGS. 9 and
10.

The comparator 840 may select a data format providing a
best performance or optimum performance, as a data format
suitable for the execution apparatus 120 or the processor 310
that may be used to execute a binary code, from among the
plurality of data formats, based on the performances of the
plurality of data formats analyzed or predicted by the plural-
ity of analyzers.
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The plurality of data formats may provide the comparator
840 with the binary codes. The comparator 840 may select a
binary code corresponding to the selected data format among
the binary codes. The comparator may output the selected
binary code.

Alternatively, a user of the compilation apparatus 110,
instead of the plurality of analyzers and/or the comparator
840, may select a single data format suitable for the execution
apparatus 120 or the processor 310 that may be used to
execute a binary code, from among the plurality of data for-
mats. The processor 210 may generate a binary code that is
used to process data using the data format selected by the user,
and may generate information representing the selected data
format. In this instance, the user may be, for example, a
programmer of a source code.

The plurality of analyzers and the comparator 840 may
each represent a function, a library, a service, a process, a
thread, or a module that is performed by the processor 210.

FIG. 9 illustrates a diagram of a source code used to process
graphics according to example embodiments.

When the source code of FIG. 9 is compiled and a binary
code is generated, the comparator 840 of FIG. 8 may use an
instruction utilization to predict a performance.

The instruction utilization may refer to an utilization of
resources used for each component.

Similar to a pixel shader that is frequently used in a GPU,
only components corresponding to 3D among components
representing 4D may be mainly used. When the AoS scheme
is used, only 75% of available resources may be used, as
shown in FIG. 6. Conversely, when the SoA scheme is used,
all available resources may be used. Accordingly, the source
code of FIG. 9 may be more efficiently processed, using the
SoA scheme.

FIG. 10 illustrates a diagram of a source code including a
conditional branch statement according to example embodi-
ments.

When the source code of FIG. 10 is compiled and a binary
code is generated, the comparator 840 of FIG. 8 may use an
additional cost incurred by a conditional branch in the source
code to predict a performance.

The conditional branch statement may be one of most
difficult problems in a scheme used for parallel processing.
Whether a predetermined instruction is executed based on a
given condition may be determined based on a run-time, and
it may be difficult to predict, in advance, whether the prede-
termined instruction is to be executed.

A large number of researches have been conducted for an
increase in performance through predicting whether an
instruction is to be executed. The comparator 840 may use a
variety of conventional research results to calculate the addi-
tional cost incurred by the conditional branch.

Hereinafter, an example calculating an additional cost for
the source code of FIG. 10 including a simple conditional
branch will be described.

When the AoS scheme is used, a function may be executed
only once by a branch. In this instance, a function “func_A”
or “func_B” may be executed.

When the SoA scheme is used, in the worst case, both the
functions “func_A” and “func_B” may be executed. An ana-
lyzer corresponding to the SoA scheme may analyze
resources required by each of functions. Based on a result of
the analyzing, the analyzer corresponding to the SoA scheme
may substitute a probability function suitable for each of an
instruction utilization when all the functions are executed and
an instruction utilization when only a single function is
executed, and may calculate the additional cost. In this
instance, the analyzer corresponding to the SoA scheme may
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be, for example, an analyzer to predict a performance of a
binary code using the SoA format, among a plurality of ana-
lyzers.

The plurality of analyzers may each calculate an additional
cost incurred by a conditional branch of a binary code using a
corresponding data format. The comparator 840 may com-
pare additional costs of the plurality of data formats, and may
select a data format suitable for the processor 310 that is to
execute a binary code from among the plurality of data for-
mats.

FIG. 11 illustrates a diagram of the processor 310 of FIG.
3.

The processor 310 of the execution apparatus 120 may be,
for example, a processor of a dynamic SIMD architecture. In
FIG. 11, the processor 310 may include an instruction fetch
unit 1110, a data load unit 1120, and a data storage unit 1130.
A binary code may be provided to the instruction fetch unit
1110, and information representing a selected data format
may be provided to the data load unit 1120 and the data
storage unit 1130.

The processor 310 may be configured by adding, to an
existing SIMD processor, a function of dynamically control-
ling loading and storing of data based on the selected data
format. The dynamic control may be performed by converting
aload of an instruction level and/or a format of storage, based
on a processor. Additionally, the dynamic control may be
performed by converting and storing a format in a connected
hardware part interface or a function interface part.

The processor 310 may process an instruction with respect
to an arithmetic operation, using the same scheme, regardless
of the selected data format. In this instance, the arithmetic
operation may include, for example, “addition”, “multiplica-
tion”, and the like.

The processor 310 may provide a processing scheme
matched to the selected data format, in association with a load
operation and a storage operation. As shown in FIGS. 4 and 5,
a relationship between the AoS format and the SoA format
may correspond to transformation of a transposed matrix. In
other words, a load instruction and a storage instruction may
be designed to enable transposition. The processor 310 may
support dynamic preparation of data required for an opera-
tion, based on the selected data format. Additionally, the
processor 310 may convert an input format and a result format
of data that is to be processed based on a characteristic of an
algorithm to be processed. In an example, when the processor
310 is a CPU, an input and/or output to be performed in the
processor 310 may not be determined. When an input and/or
output is not determined, a format may be converted in a load
and/or storage instruction level, an operation may be per-
formed based on a data format. In another example, when the
processor 310 is a GPU, an input and/or output to be per-
formed in the processor 310 may be determined. When an
input and/or output is determined, the processor 310 may
convert a data format of input data, before a shader processes
the input data, and may prepare data to be processed. Addi-
tionally, the processor 310 may process an internal arithmetic
operation, by using an existing instruction without any
change.

The instruction fetch unit 1110 may fetch an instruction
from a binary code.

The dataload unit 1120 may load data based on the selected
data format. For example, loading of data may refer to placing
data into an operand part of a register of the processor 310.
The register may include a plurality of operand parts. The
register may be, for example, an accumulator. The operand
part may include bits.
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When the data is loaded, the processor 310 may process the
loaded data, by applying an operation indicated by the fetched
instruction to the loaded data. For example, the processor 310
may apply an operation indicated by the fetched instruction to
the loaded data, and may store the data to which the operation
is applied, that is, updated data in the register or an accumu-
lator. The register or the accumulator in which the updated
data is stored may be identical to or different from a register
or an accumulator in which data is loaded.

The data storage unit 1130 may store the processed data
based on the selected data format. The storing of the pro-
cessed data may indicate storing, in a memory, data in a
register or an accumulator.

FIG. 12 illustrates a flowchart of a binary code processing
method according to example embodiments.

Referring to FIG. 12, in operation 1210, the processor 210
of'the compilation apparatus 110 may read a source code from
the storage unit 220 of the compilation apparatus 110.

In operation 1220, the processor 210 may select, from
among a plurality of data formats, a data format suitable for
the processor 310 of the execution apparatus 120 that may be
used to execute a binary code. Operation 1220 may include
operations 1222 and 1224.

In operation 1222, the plurality of analyzers of the proces-
sor 210 may predict performances of the plurality of data
formats, respectively.

In operation 1224, the comparator 840 of the processor 210
may determine a data format providing a best performance as
a data format suitable for the processor 310 that may be used
to execute a binary code, from among the plurality of data
formats, based on the predicted performances of the plurality
of data formats.

Each of the plurality of data formats may be used by the
processor 310 to parallel process data using a SIMD scheme.
However, if there is no benefit to using a data format used in
a SIMD scheme, then a scalar format may be used to process
the data. The transceiver 320 of the execution apparatus 120
may transmit information representing a plurality of data
formats that may be processed by the processor 310 to the
transceiver 230 of the compilation apparatus 110, although
not shown in FIG. 12.

In operation 1230, the processor 210 may generate a binary
code used to process data using the selected data format.

In operation 1240, the processor 210 may generate infor-
mation representing the selected data format.

In operation 1250, the transceiver 230 may transmit the
binary code to the transceiver 320.

In operation 1255, the transceiver 230 may transmit the
information representing the selected data format to the trans-
ceiver 320. Operations 1250 and 1255 may be performed
simultaneously.

In operation 1260, the processor 310 may execute the
binary code. Operation 1260 may include operations 1262,
1264 and 1266.

In operation 1262, the data load unit 1120 of the execution
apparatus 120 may load data based on the selected data for-
mat.

In operation 1264, the processor 310 may process the
loaded data by applying an operation indicated by an instruc-
tion to the loaded data.

In operation 1266, the data storage unit 1130 of the execu-
tion apparatus 120 may store the processed data based on the
selected data format.

At least one of the above-described operations 1210
through 1266 may be performed in a different order from that
shown in FIG. 12, or may be performed in parallel.
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Example embodiments may be applied to an apparatus and
system for performing an operation based on a SIMD proces-
sor, for example, a rendering system, such as an open graphics
library (OpenGL), OpenGLIES, and the like, and a parallel
computing system, such as an open computing language
(OpenCL), a compute unified device architecture (CUDA),
and the like.

According to example embodiments, a job associated with
a data format may be automatically processed by a compila-
tion apparatus, and thus it is possible to develop a develop-
ment environment convenient to a programmer, and possible
to enhance an efficiency of a processor of an execution appa-
ratus.

Additionally, according to example embodiments, it is pos-
sibleto convert an internal data format of a standard language,
even when a data format of the standard language may not be
converted by a programmer, such as an OpenGL, an
OpenGLIES, and the like. Thus, it is possible to enhance an
efficiency of a processor of an execution apparatus.

Furthermore, when the efficiency of the processor is
enhanced, a processing time may be shortened, and an
amount of power to be used may also be reduced.

The methods according to example embodiments may be
recorded in non-transitory computer-readable media includ-
ing program (computer readable) instructions to implement
various operations embodied by a computing device such as a
computer. The computing device may have one or more pro-
cessors. The media may also include, alone or in combination
with the program instructions, data files, data structures, and
the like. The program instructions recorded on the media may
be those specially designed and constructed for the purposes
of the example embodiments, or they may be of the kind
well-known and available to those having skill in the com-
puter software arts. Examples of non-transitory computer-
readable media include magnetic media such as hard disks,
floppy disks, and magnetic tape; optical media such as CD
ROM disks and DVDs; magneto-optical media such as opti-
cal discs; and hardware devices that are specially configured
to store and perform program instructions, such as read-only
memory (ROM), random access memory (RAM), flash
memory, and the like. Examples of program instructions
include both machine code, such as produced by a compiler,
and files containing higher level code that may be executed by
the computer using an interpreter. The non-transitory com-
puter-readable media may also be a distributed network, so
that the program instructions are stored and executed in a
distributed fashion. The program instructions may be
executed by one or more processors or processing devices.
The computer-readable media may also be embodied in at
least one application specific integrated circuit (ASIC) or
Field Programmable Gate Array (FPGA). The described
hardware devices may be configured to act as one or more
software modules in order to perform the operations of the
above-described example embodiments, or vice versa.

Although example embodiments have been shown and
described, it would be appreciated by those skilled in the art
that changes may be made in these example embodiments
without departing from the principles and spirit of the disclo-
sure, the scope of which is defined in the claims and their
equivalents.

What is claimed is:

1. A method by which a compilation apparatus generates a
binary code by compiling a source code, the method compris-
ing:

selecting a data format based on predicted processing per-

formance for a processor, from among a plurality of data
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formats comprising an array of structures (AoS) format,
a structure of arrays (SoA) format, and a scalar format;
and

transmitting the binary code to an execution apparatus

based on the selected data format,

wherein the processor is used to execute the binary code

and comprises a single-instruction, multiple-data

(SIMD) processor,

wherein the selecting comprises:

predicting a performance of each of the plurality of data
formats by generating binary codes for the each of the
plurality of data formats based on the source code and
analyzing the generated binary codes for the each of
the plurality of data formats based on an analysis
scheme of a compiling operation; and

selecting a data format providing a best performance,
from among the plurality of data formats, based on the
predicted performance of each data format, whereby
the scalar format is selected when no performance
benefit exists to selecting array of structures (AoS)
format or structure of arrays (SoA) format.

2. The method of claim 1, wherein each of the plurality of
data formats is used by the processor to parallel process data
using a SIMD scheme.

3. The method of claim 1, further comprising:

executing the binary code for the selected data format,

using the processor.

4. The method of claim 3, wherein the executing com-
prises:

loading data based on the selected data format;

processing the loaded data by applying an operation indi-

cated by an instruction to the loaded data; and

storing the processed data based on the selected data for-

mat.

5. A non-transitory computer readable recording medium
storing a program to control a computer to implement the
method of claim 1.

6. The method of claim 1, further comprising:

generating information representing the selected data for-

mat,

wherein the transmitting further transmits the generated

information to an execution apparatus.

7. The method of claim 1, further comprising:

generating information representing the selected data for-

mat; and

executing the binary code for the selected data format

based on the generated information, using the processor.

8. A method by which an execution apparatus executes a
binary code, the method comprising:

receiving the binary code, and information representing a

selected data format based on predicted processing per-
formance; and

executing the binary code using a processor;

wherein the data format having the best predicted process-

ing performance is selected from among a plurality of
data formats comprising an array of structures (AoS)
format, a structure of arrays (SoA) format, and scalar
format, the plurality of data formats supported by the
processor based on the predicted performance of each
data format,

wherein the processor comprises a single-instruction, mul-

tiple-data (SIMD) processor, and

wherein the data format having the best predicted process-

ing performance is selected by predicting a performance
of each of the plurality of data formats by generating
binary codes for the each of the plurality of data formats
based on source code and analyzing the generated binary
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codes based on an analysis scheme of a compiling opera-
tion, and selecting a data format providing a best perfor-
mance, from among the plurality of data formats, based
on the predicted performance of each data format,
whereby the scalar format is selected when no perfor-
mance benefit exists to selecting array of structures
(AoS) format or structure of arrays (SoA) format.

9. The method of claim 8, wherein the executing com-
prises:

loading data based on the selected data format;

processing the loaded data by applying an operation indi-
cated by an instruction to the loaded data; and

storing the processed data based on the selected data for-
mat.

10. A non-transitory computer readable recording medium
storing a program to control a computer to implement the
method of claim 8.

11. A computer system, comprising:

a compilation apparatus, including a computer, configured
to select a data format based on predicted processing
performance for a processor, from among a plurality of
data formats comprising an array of structures (AoS)
format, and a structure of arrays (SoA) format, and sca-
lar format, and to transmit a binary code to an execution
apparatus based on the selected data format, the execu-
tion apparatus configured to execute the generated
binary code by using the processor,

wherein the processor comprises a single-instruction, mul-
tiple-data (SIMD) processor, and

wherein the compilation apparatus is configured to predict
aperformance of each of the plurality of data formats by
generating binary codes for the each of the plurality of
data formats based on source code and analyzing the
generated binary codes based on an analysis scheme ofa
compiling operation, and select a data format providing
a best performance, from among the plurality of data
formats, based on the predicted performance of each
data format, whereby the scalar format is selected when
no performance benefit exists to selecting array of struc-
tures (AoS) format or structure of arrays (SoA) format.

12. The computer system of claim 11, wherein:

the compilation apparatus is configured to generate infor-
mation representing the selected data format, and

the execution apparatus is configured to execute the binary
code for the selected data format based on the informa-
tion, using the processor.

13. A compilation apparatus, comprising:

a storage unit, including a non-transitory computer-read-
able medium, configured to store a source code; and

a processor configured to read the source code from the
storage unit, to select a data format based on predicted
processing performance for an execution apparatus from
among a plurality of data formats comprising an array of
structures (AoS) format, a structure of arrays (SoA)
format, and scalar format, and to transmit a binary code
to the execution apparatus based on the selected data
format, the execution apparatus being used to execute
the binary code, and the binary code being used to pro-
cess data using the selected data format,

wherein a processor of the execution apparatus comprises
a single-instruction, multiple-data (SIMD) processor,
and

wherein the processor configured to read the source code is
configured to predict a performance of each of the plu-
rality of data formats by generating binary codes for the
each of the plurality of data formats based on the source
code and analyzing the generated binary codes based on
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an analysis scheme of a compiling operation, and select
a data format providing a best performance, from among
the plurality of data formats, based on the predicted
performance of each data format, whereby the scalar
format is selected when no performance benefit exists to
selecting array of structures (AoS) format or structure of
arrays (SoA) format.

14. The compilation apparatus of claim 13, further com-
prising:

atransceiver configured to transmit, to the execution appa-

ratus, the binary code for the selected data format and
information representing the selected data format.

15. The compilation apparatus of claim 13, wherein

each of the plurality of data formats is used by the proces-

sor of the execution apparatus to parallel process data
using a SIMD scheme.

16. The compilation apparatus of claim 13, wherein the
processor configured to read the source code is configured to
generate information representing the selected data format.

17. An execution apparatus, comprising:

atransceiver configured to receive a binary code and infor-

mation representing a selected data format, which is
selected based on predicted processing performance;
and
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a processor configured to execute the binary code and
comprising a single-instruction, multiple-data (SIMD)
processor;

wherein the selected data format is selected from among a
plurality of data formats supported by the processor, the
plurality of data formats comprising an array of struc-
tures (AoS) format, a structure of arrays (SoA) format,
and scalar format, and

wherein the selected data format is selected by predicting a
performance of each of the plurality of data formats by
generating binary codes for the each of the plurality of
data formats based on source code and analyzing the
generated binary codes based on an analysis scheme ofa
compiling operation, and selecting a data format provid-
ing a best performance, from among the plurality of data
formats, based on the predicted performance of each
data format, whereby the scalar format is selected when
no performance benefit exists to selecting array of struc-
tures (AoS) format or structure of arrays (SoA) format.

18. The execution apparatus of claim 17, wherein the pro-

cessor is configured to load data based on the selected data
format, process the loaded data by applying an operation
indicated by an instruction to the loaded data, and store the
processed data based on the selected data format.
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